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Team Projects 

Teams of  two students  wi l l  be  determined by  instructors  dur ing  Week 10
(March 26)  
Team members  wi l l  have comparable  leve ls  of  preparat ion in  the course
as  demonstrated by  work on labs  
Teams wi l l  choose from types of  projects  descr ibed by  the instructor
Project  art i facts  are  60% of  the f ina l  grade

Project  feedback (10%) :  proposal ,  des ign,  presentat ion
Codebase (10%)  
F inal  report  (25%)  
F inal  presentat ion and demo (15%)  
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Is  DALL-E Biased?  

DALL-E 3  prompt :  Images of  a  watch showing 1  o 'c lock  

DALL-E 3  output  

Question :  Why DALL-E  generated images show 10:10?   
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Is  DALL-E Biased?  

Answer  

The system bl indly  fo l lows the data .  

Source :  Gary  Marcus.  2023.  Race,  s tat is t ics ,  and the pers istent  cogni t ive
l imitat ions  of  DALL-E .  Substack:  Marcus on AI .  
ht tps : / /garymarcus.substack.com/p/race-stat is t ics -and-the-pers istent
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Is  DALL-E Biased?

 Wi l l  data  points  l ike  these might  have helped?   

Or  wi l l  these data  points  be considered statist ical  noise?    
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Is  DALL-E Biased?

Stat is t ica l  noise  def in i t ion:   

Unexpla ined var iabi l i ty  wi th in  a  data  sample  
Obscures  meaningful  data  
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Bias Examples:  Photography 

Photo c lass i f iers  and people  of  co lor  
Google  Photo app,  2015 
Google  Photo app,  2023.  See Grant  and Hi l l  (2023)  art ic le  in  New York
Times.  

How did  i t  happen? B ias  in  photography :
In  f ront  of  the camera 

Who have been photographed? What  photos  are  widely  ava i lable?  
Behind the camera :  Kodak 's  "Shir ley  Card"  
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Bias Examples:  Photography 

How to f ix  i t ?   

Better  c lass i f iers  depend on more data  
However ,  more data  expose representat ion re lat ive  to  what  the soc iety
has promoted 

References 

Grant ,  Nico and Kashmir  Hi l l .  2023.  Google ’s  Photo App St i l l  Can ’ t  F ind
Gor i l las .  And Neither  Can Apple ’s .  The New York  T imes,  2023,  sec .
Technology.  ht tps : / /www.nyt imes.com/2023/05/22/technology/a i -photo-
labels -google-apple .html .  

Source:  Br ian Chr ist ian.  2020.  The Al ignment  Problem:  Machine Learning
and Human Values .  W.  W.  Norton and Company.  
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Bias Examples:  Facial  Image Datasets 

Labeled Faces  in  the Wi ld  (LFW)  dataset  

Assembled in  2007 from onl ine news at  UMass Amherst  
In  2014:  77% male ,  83% white  

I JB-A dataset  (ht tps : / /paperswithcode.com/dataset/ i jb-a )

Has fac ia l  images with  wide var iat ion in  pose,  i l luminat ion,  resolut ion,
occ lus ion 
5 ,612 images,  2 ,085 v ideos,  500 ident i t ies ,  11 .4  images and 4 .2  v ideos
per  ident i ty
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Bias Examples:  Facial  Image Datasets 

Joy  Buolamwini  and T imnit  Gebru Analys is ,  2017-2018 

They analyzed I JB-A dataset
F inding:  Overrepresentat ion of  l ight -sk in  images (80%)  and male  images
(75%)  
F inding:  Underrepresentat ion of  dark-sk inned females  (4 .4%)  
Bui l t  a  more representat ive  dataset  us ing the "par l iament  method"  

Se lect  6  nat ions '  par l iaments :  3  f rom Afr ica  and 3  f rom Scandinavian
countr ies ,  to  have roughly  equal  proport ions  of  a l l  s ix  sk in- tone
categor ies  
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Bias Examples:  Facial  Image Datasets 

Joy  Buolamwini  and T imnit  Gebru Analys is ,  2017-2018 

Tested the dataset  on 3  other  systems from Microsoft ,  IBM,  and Megvi i
(China)  
F inding:  C lass i f icat ion by  gender :   

90% accuracy ,  . . .  But
10%-20% more accurate  for  male  faces  than female  faces
10%-20% more accurate  for  l ighter  faces  than darker  faces  

F inding:  Intersect ional i ty  analys is  by  gender  AND sk in  co lor :  dramat ica l ly
worse accuracy  

Both female  and dark  sk in :  35% error  rate  
But  0 .3% error  rate  for  male  l ight  sk in  

Source :  Br ian Chr ist ian.  2020.  The Al ignment  Problem:  Machine Learning
and Human Values .  W.  W.  Norton and Company.   
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Bias in Psychology,  Sociology,  Behavioral  Economics 

Definit ion :  Judgment  of  the character ist ics  of  a  person or  soc ia l  group 

Based on race,  gender ,  c lass ,  language,  re l ig ion,  geography,  nat ional i ty ,
educat ion,  occupat ion,  d isabi l i ty ,  pol i t ica l  af f i l ia t ion,  soc ia l  s tatus ,  music
tastes ,  …

Many names and forms of  b iases  

Unconscious  (or  impl ic i t )  b ias :  wi thout  consc ious awareness  
Stereotype :  assoc iate  a  person or  group with  a  consistent  set  of  t ra i ts  
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Bias in Psychology,  Sociology,  Behavioral  Economics 

Prejudice  ( re lates  to  categorical  thinking ) :  Tendency to  categor ize  people
or  objects  based on pr ior  exper ience to  make predict ions  about
th ings/people  in  that  category  

Usual ly ,  pre judice  is  a  negat ive  af fect  towards members  of  a  group 
However ,  the process  of  categor izat ion and predict ion is  necessary  for  :

Normal  interact ion and surv iva l  
Examples :  know how to  conduct  wi th  f r iends vs  strangers ;  f ind i tems in  a
grocery  store;  . . .  
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Bias in Empirical  Research 

Empir ica l  research of  a  phenomenon means:   Col lect  and analyze empir ica l
ev idence from quant i tat ive  and/or  qual i tat ive  data  

Where does the b ias  come from? Some examples :  
Data  sample:  sampling bias

Data may not  be random,  or  may not  g ive  equal  chance for  each point
to  belong to  the dataset  

Part ic ipants '  se l f - reports :  self -serving bias  
In  survey studies ,  part ic ipants  overemphasize  des irable  qual i t ies  and
downplay  undesirable  qual i t ies  
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Bias in Empirical  Research 

Researcher 's  subject iv i ty :  experimenter expectation bias  
Researcher  may inf luence part ic ipants  in  interv iew or  focus groups
studies   
Source :  Jenny Gutbezahl .  2017.  5  Types of  s tat is t ica l  b ias  to  avoid  in
your  analyses .  Harvard Business  School  Onl ine.
https : / /onl ine.hbs.edu/blog/post/ types-of -stat is t ica l -b ias  
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Bias in Statistics,  ML, Supervised Learning

Predict ion errors  on unseen data  (not  used dur ing tra in ing) :  

Bias  errors :  can cause underf itt ing 
Algor i thm misses  re levant  re lat ions  between features  and target   
Example:  Stra ight  l ine  f i t  to  data  that  exhib i t  quadrat ic  behavior
overa l l  

Variance  errors :  can cause overf itt ing
Algor i thm models  the random noise  in  the tra in ing data  
Example:  Higher-order  polynomial  f i t  to  data  that  exhib i t  quadrat ic
behavior  overa l l
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Bias in Statistics,  ML, Supervised Learning

More graphica l  example on Wik ipedia(2023)  

Source:  Wik ipedia .  2023.  B ias-Var iance Tradeoff .  Mot ivat ion sect ion.
https : / /en.wik ipedia .org/wik i /B ias–var iance_tradeoff  
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How to "Interrupt" Bias?

Better  data ,  less  b ias  

See Microsoft  Research (2023)  in i t iat ive  to   formal ize  and operat ional ize
data  documentat ion
Good data  documentat ion pract ices  help  developers  wi th  exposing:

under ly ing assumpt ions ,  potent ia l  r isks  ,  impl icat ions  of  use 
Good data  documentat ion help  users  of  dataset  s  wi th

Makeing dec is ions  
Understanding l imitat ions  
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How to "Interrupt" Bias?

Tools

Datasheets  for  data  sets  https : / /www.microsoft .com/en-
us/research/publ icat ion/datasheets- for -datasets/   
Aether  Data  Documentat ion  https : / /www.microsoft .com/en-
us/research/uploads/prod/2022/07/aether-datadoc-082522.pdf   

Source :  Microsoft  Research.  2023.  Data  Documentat ion.
https : / /www.microsoft .com/en-us/research/project/datasheets- for -
datasets/  
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